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INTRODUCTION
Multi-Modal Learning (MML) aims to learn effective
representations across modalities for accurate predic-
tions. Existing methods typically focus on modality
consistency and specificity to learn effective represen-
tations. However, from a causal perspective, they
may lead to representations that contain insufficient
and unnecessary information. To address this, we
propose that effective MML representations should be
causally sufficient and necessary. Considering prac-
tical issues like spurious correlations and modality
conflicts, we relax the exogeneity and monotonicity
assumptions prevalent in prior works and explore
the concepts specific to MML, i.e., Causal Complete
Cause (C3). We begin by defining C3, which quanti-
fies the probability of representations being causally
sufficient and necessary. We then discuss the identifi-
ability of C3 and introduce an instrumental variable
to support identifying C3 with non-exogeneity and
non-monotonicity. Building on this, we conduct the
C3 measurement, i.e., C3 risk. We propose a twin net-
work to estimate it through (i) the real-world branch:
utilizing the instrumental variable for sufficiency, and
(ii) the hypothetical-world branch: applying gradient-
based counterfactual modeling for necessity. Theoret-
ical analyses confirm its reliability. Based on these re-
sults, we propose C3 Regularization, a plug-and-play
method that enforces the causal completeness of the
learned representations by minimizing C3 risk. Ex-
tensive experiments demonstrate its effectiveness.

CONTRIBUTIONS
1. We propose the definition, identifiability, and

measurement of causal sufficiency and neces-
sity, i.e., causal complete cause, for MML with-
out exogeneity and monotonicity assumptions.

2. We theoretically demonstrate the effectiveness
and reliability of the proposed measurement,
i.e., C3 risk, and propose C3R, which can be ap-
plied to any MML model to learn causal com-
plete representations with low C3 risk.

3. We conduct extensive experiments on various
datasets and multi-modal baselines that prove
the effectiveness and robustness of C3R.
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MOTIVATION AND ANALYSIS
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Figure 1: Example of causal sufficiency and necessity.

Human perception integrates diverse modalities such
as vision, hearing, and touch. Multimodal learning
(MML) mimics this by learning representations from
multiple modalities for accurate prediction. Existing
methods focus on modality consistency (aligning fea-
tures across modalities) or modality specificity (preserv-
ing unique modality traits). However, from a causal
view, such representations may be insufficient or un-
necessary. We define causal sufficiency as the ability to
predict labels from representations, and causal neces-
sity as the prediction changing when representations
are removed. Optimizing only one leads to poor gen-
eralization or spurious cues. Our experiments con-
firm this. We argue that effective MML representa-
tions must satisfy both—i.e., be causally complete. Yet,
enforcing this is challenging: common assumptions
like exogeneity and monotonicity often fail due to
semantic entanglement, modality conflict, and non-
linear interactions. This limits the reliability of tra-
ditional causal constraints in real-world multimodal
scenarios (The constructed SCMs illustrate this).
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Figure 2: Structural Causal Model (SCM) for MML. Left:
causal generating mechanism, Right: the learning process.

METHODOLOGY

To address these issues, we relax the traditional as-
sumptions of exogeneity and monotonicity, and ex-
plore causal sufficiency and necessity in MML to en-
sure representation quality. We first formalize the con-
cept of Causal Complete Cause (C3), which quantifies
the probability that label predictions (Y ) change un-
der two types of interventions on the representation
(Z)—one assessing sufficiency, the other assessing ne-
cessity. We then analyze the identifiability of C3 and
introduce instrumental variables V to enable estima-
tion from observational data, even under relaxed as-
sumptions. Based on this, we propose a twin network
to estimate the C3 risk, where low risk indicates high-
confidence causal completeness. This estimation faces
two key challenges: eliminating spurious correlations

in sufficiency assessment and generating counterfac-
tuals for necessity evaluation. The twin network ad-
dresses these via (i) a real-world branch that removes
spurious effects using instrumental variables, and (ii)
a counterfactual branch that constructs counterfactu-
als through provable gradient-based perturbation. We
introduce C3 Regularization (C3R), a plug-and-play
training strategy that learns causally complete multi-
modal representations by minimizing C3 risk.

min
fθ

R̂C3

+ λvLv + λfeLfe (1)

Theoretical analysis establishes its reliability and pro-
vides performance guarantees for the C3 risk.

EXPERIMENTAL RESULTS
We conduct extensive experiments on various downstream tasks, and the results show that the introduction
of C3R achieves stable performance improvements on multiple baselines in both the average and worst-case
accuracy. In addition, the results of visualization experiments and corner cases analyses on multiple benchmark
datasets further demonstrate the effectiveness of C3 in learning causal complete causes.
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